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Abstract

The solar magnetized corona is responsible for var-
ious manifestations with a space weather impact,
such as flares, coronal mass ejections (CMEs) and,
naturally, the solar wind. Modeling the corona’s
dynamics and evolution is therefore critical for im-
proving our ability to predict space weather In this
work, we demonstrate that generative deep learn-
ing methods, such as Denoising Diffusion Proba-
bilistic Models (DDPM), can be successfully ap-
plied to simulate future evolutions of the corona
as observed in Extreme Ultraviolet (EUV) wave-
lengths. Our model takes a 12-hour video of an
Active Region (AR) as input and simulate the po-
tential evolution of the AR over the subsequent 12
hours, with a time-resolution of two hours. We pro-
pose a light UNet backbone architecture adapted to
our problem by adding 1D temporal convolutions
after each classical 2D spatial ones, and spatio-
temporal attention in the bottleneck part. The
model not only produce visually realistic outputs
but also captures the inherent stochasticity of the
system’s evolution. Notably, the simulations en-
able the generation of reliable confidence intervals
for key predictive metrics such as the EUV peak
flux and fluence of the ARs, paving the way for
probabilistic and interpretable space weather fore-
casting. Future studies will focus on shorter fore-
casting horizons with increased spatial and tempo-
ral resolution, aiming at reducing the uncertainty
of the simulations and providing practical appli-
cations for space weather forecasting. The code
used for this study is available at the following link:
https://github.com/gfrancisco20/video diffusion.

∗Contact Author : gregoire.francisco@gmail.com

1 Introduction

Key physical processes with a space weather impact occur
within the solar corona. One example are the magnetic re-
connection episodes resulting in solar flares (Priest et Forbes
(2002)). Another one is the formation of coronal holes,
known to be a determinant driver in the production of fast so-
lar winds (Cranmer (2002),Wang (2024)). Reliable modeling
of the solar corona’s evolution is thus crucial for enhancing
space weather forecasting capabilities. To that end, a signifi-
cant body of research focuses on the extrapolation of coronal
magnetic fields from photospheric magnetograms. To do so,
many approaches leverage the fact that the dominant forces
are magnetic and thereby model the magnetohydrodynamic
(MHD) system as a magnetostatic one by neglecting all other
forces (Wiegelmann et Sakurai (2012)). However, such as-
sumptions are less realistic at higher layers of the solar at-
mosphere, and the highly non-linear nature of coronal MHD
processes like flares (Shibata et Magara (2011)), combined
with the limitations of available boundary conditions, makes
these models and other non-force-free ones computationally
expensive and impractical for long-term forecasts. Moreover,
the stochastic emergence of new magnetic flux from the solar
interior adds further complexity to these models (Cheung et
Isobe (2014)).

In this work, we explore the potential of generative deep
learning methods to efficiently model such complex systems.
Generative latent variable models have demonstrated their
strong abilities in learning the mapping of high-dimensional
data distributions (e.g., images or videos) onto latent prob-
abilistic spaces, allowing for realistic sampling and extrap-
olation (Asperti et Tonelli (2023)). Among such meth-
ods Variational Auto Encoder (VAE)s (Kingma et Welling
(2013)) offer computational efficiency but tend to struggle
with high-frequencies and small-scale details. Generative
Adversarial Network (GAN)s (Goodfellow et al. (2014)) par-
tially address these shortcomings by producing higher-quality
samples, but are difficult to train and often suffer from mode
collapse, leading to poor diversity in generated data. Re-
cently, Denoising Diffusion Probabilistic Model (DDPM)s
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have been shown to consistently outperform both VAEs and
GANs in terms of sample quality and diversity across several
applications, including image generation, super-resolution,
and image-to-image translation (Ho et al. (2020)). The
stochastic generation process of diffusion models makes them
particularly suitable for capturing the intrinsic stochastic na-
ture of non-linear physical systems (Sohl-Dickstein et al.
(2015)). Recent studies showed promising applications in the
field of space weather. Ramunno et al. (2024a) successfully
used DDPMs to model a latent distribution of solar EUV ob-
servations, and generate realistic new synthetic samples. Ra-
munno et al. (2024b) showed that DDPMs can forecast pho-
tospheric magnetogram 24 hours before flares, outperform-
ing persistence models both in computer science and physical
performance indicators. In this study, we aim to extend the
application of DDPMs to video-to-video forecasting of Solar
Dynamic Observatory (SDO)/Atmospheric Imaging Assem-
bly (AIA) observations at the 94Å wavelength. The 94Å
channel is particularly important for studying solar flares, as
it is most sensitive to plasma temperatures around 6.3 million
K, which are closely associated with flare activity Boerner
et al. (2012). Previous work has shown that emissions in the
94Å and 131Å channels are strongly correlated with the peak
flux of Soft X-Rays (SXR) during flares, and can provide re-
liable proxy for flare magnitude in SXR (van der Sande et al.
(2022)). Reliable probabilistic simulations of the corona evo-
lution in these wavelength could thus aid in both flare mag-
nitude estimation and flare timing prediction, the latter be-
ing one of the hardest challenges in space weather forecast-
ing (Boucheron et al. (2015)). The 94Å wavelength and a
2-hour temporal resolution used in this study serve as a proof
of concept to illustrate the potential of the approach for space
weather forecasting and solar physic studies. Future works
will focus on extending this approach to additional wave-
lengths and higher temporal resolution to reduce the resulting
simulations uncertainty and provide practical space weather
applications. To reduce computational complexity while pre-
serving the physical fidelity of active region (AR) dynamics,
we limit our analysis to ARs within ±230 arcsec from the so-
lar disk center, thus minimizing the effects of projection and
solar rotation. This enables to highlight the model’s ability
to learn the intrinsic physical dynamics of ARs. The paper
is organized as follows: Section 2 describes the model, start-
ing with an introduction to key DDPM concepts followed by
the description of our light UNet backbone to learn tempo-
ral patterns from videos. Section 3 presents the dataset used
for training and evaluation. Section 4 discusses the perfor-
mances, while Section 5 concludes with a discussion of our
findings and future works.

2 Model

2.1 Background

Denoising Diffusion Probabilistic Model (DDPM)
A diffusion model (Sohl-Dickstein et al. (2015)) pθ is defined
as a reverse process modelling a variable X0 as the T − th
state of a Markov Chain (XT−t)

T
t=0 of transitions defined

such as :

pθ(XT ) := N (XT ; 0, I)

pθ(Xt−1|Xt) := N (Xt−1;µθ(Xt, t),Σθ(Xt, t))
(1)

In the DDPM case, the unknown transitions pθ(Xt−1|Xt) are
modeled as the reverse of a forward diffusion of Gaussian
transitions. This forward process q gradually adds noise to
X0, following a scheduled variance (βt)

T
t=1, that results in

equilibrium at T , thus reaching the pure noise state XT :

q(Xt|Xt− 1) := N (Xt;
√

1− βt, βtI) (2)

This diffusion process can be resolved at any arbitrary
timestep t, defining αt := 1 − βt and α̂t := Πt

i=0αi, with
:

q(Xt|X0) := N (Xt;
√
α̂tX0, (1− α̂t)I) (3)

An autoencoder ϵθ can then be trained to learn predicting
a random noise ϵ ∼ N (0, I), added during the diffusion
process at timesteps t following the Equation 3, i.e. xt :=√
α̂tx0 +

√
1− α̂tϵ. Specifically, the training is performed

by minimising a distance - typically L2 - between the actual
noise and its autoencoder’s estimations ϵθ(xt, t):

min∥ϵ− ϵθ(xt, t)∥2 , ∀t ∈ [[1, T ]] (4)

Once ϵθ trained, the predicted noise can be used to approxi-
mate µθ(Xt, t), the mean of the reverse process, as derived in
Ho et al. (2020):

1√
α̂t

(xt −
βt√
1− α̂t

ϵθ(xt, t)) (5)

The variance Σθ(Xt, t) can be fixed to βt to match the
forward process’s variance schedule. Using these values
in Equation 1, new samples x0 can be generated by itera-
tively reversing the diffusion process, starting from pure ran-
dom noises xT ∼ N (0, I). The computational cost of this
sampling procedure depends on the noise schedule (βt)

T
t=1,

which must be chosen so that the Signal-To-Noise-Ratio
(SNR) becomes null in T, i.e. SNRT = α̂T

1−α̂T
≈ 0, in order

for XT to be pure noise. In the case of the linear noise sched-
ule proposed by Ho et al. (2020), such condition start being
satisfied from T ≈ 1000 as SNR1000 ≈ 4e− 05.

Conditional Diffusion
Finally, all the equations of this section can be extended to
handle conditional diffusion by marginalizing the probability
distributions over any conditioning variable c. In our case the
conditions c represents the previous 12 hours of input data.
These conditions are projected by the autoencoder into a con-
tinuous latent variable space, allowing the model to general-
ize to unseen conditions during training and generating pre-
dictions for new video sequences. Specifically, for any c rep-
resenting 12 hours of an active region at 2 hours resolution,
our models learn to simulate possible realisations of the next
12 hours X0, with a latent space approximating the condi-
tional transitions:

pθ(Xt−1|Xt, c) := N (Xt−1;µθ(Xt, t, c),Σθ(Xt, t))
(6)
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2.2 Light Video UNet
For the autoencoder, we use a modified version of the
Palette’s UNet architecture (Saharia et al. (2021)) also
used by Ramunno et al. (2024b) for magnetogram-to-
magnetogram forecasting. In our case, to adapt the model
to videos and improve its ability to capture temporal pat-
terns, we add temporal 1D-convolutions after each spatial 2D-
convolutions. This approach provides spatio-temporal feature
learning abilities similar to 3D-convolutions but with lower
computational complexity as the complexity of a 2D+1D
convolutions block is O(n2 + n) against O(n3) for 3D-
convolutions, with n, the size of the kernels. For more com-
plex patterns, we incorporate spatio-temporal self-attention
(Vaswani et al. (2017)) blocks between each convolution
block in the bottleneck. As the feature-maps size is small-
est in the bottleneck - 16x16 in our model -, this placement
allows for attention scores computation at the smallest possi-
ble complexity.

3 Dataset
For the of AIA Extreme Ultraviolet (EUV) images we start
from the SDO-2H-ML dataset that we defined in Francisco
et al. (2024). Specifically, the images are aligned, exposure
normalised, instrument degradation corrected, downsampled
at 1024 by 1024 pixels and available at a 2 hour resolu-
tion. Their pixel values are logarithmically scaled and depth-
downsampled to 8-bit, which allow to preserve most of the
original pixel distribution with marginal information loss,
while making the dataset more compact. In this work we
use the resulting images before the original JPEG compres-
sion used in Francisco et al. (2024). As we seek to test the
model’s ability to learn and simulate Active Region (AR)s’
dynamics, while limiting the impact of the solar rotation and
projection effects, we focus on crops of 614 by 614 arcsec
centered around known SHARPs (Bobra et al. (2014)) that
are within ±230 arcsec from the solar disk center. The impor-
tant size of our crops, relatively to original SHARPs bounding
boxes, is meant to ensure capturing all the coronal loops that
can be associated to a given AR. On the other end, this ap-
proach imposes us a strict chronological split between train-
ing and test data, as some of our crops may partially overlap
over each other. The resulting crops are further downsam-
pled to 128 by 128 pixels for computational reasons. Sam-
ples are created at a 2 hour cadence when possible by pair-
ing the crops of a given AR within [-10h,0h] for the input
video, with the crops within [+2h, +12h] for the targets, re-
sulting in pairs of 6 frames videos. While our target is only
the 94Å wavelenght, we add the 193Å and 211Å wavelength
in the input to benefit from more information on coronal dy-
namics at different temperatures. We train on the resulting
samples between 2010-05 and 2022-03, which amount to a
total of 34000 paired videos. We test on samples spanning
from 2022-05 to 2023-04 that are buffered by at least one
month from the training data. Due to our spatial and tempo-
ral constraints, our test samples do not exhibit any X-flares,
and only 41 samples exhibit M-flares. To build a a balanced
test, we randomly select 41 C-flares, and 41 samples without
any flare above the C-threshold, such sample will be referred

a quiet samples. This results in a small test of 123 samples
that allow to estimate our probabilistic model performances
at a moderate cost.

4 Results
4.1 Computer vision metrics
To evaluate the quality of the generated videos, we pro-
pose using a set of classical computer vision metrics: Peak
Signal-to-Noise Ratio (Peak Signal To Noise Ratio (PSNR)),
Structural Similarity Index (Structural Similarity Index Mea-
sure (SSIM)), and Learned Perceptual Image Patch Similarity
(Learned Perceptual Image Patch Similarity (LPIPS)). Al-
though these metrics are typically designed for image com-
parison, we apply them frame-wise and calculate their aver-
ages to derive an overall score for the video. The PSNR com-
pares the pixel-wise mean squared error to the maximum pos-
sible value of the signal, normalizing the distortion of the gen-
erated videos by the potential dynamic range. In the case of
Extreme Ultraviolet (EUV) observations, the signal can vary
across several orders of magnitude, corresponding to differ-
ent physical processes. To more accurately assess the model’s
ability to preserve the underlying physics, we apply this met-
ric to the descaled pixel distribution, reverting it to its origi-
nal dynamic range. Consequently, the resulting PSNR scores
appear much higher than those typically computed over stan-
dard 8-bit images. For context, we refer to Chervyakov et al.
(2020), which derived a threshold formula indicating that a
PSNR value above Q = 5 ∗ log(maxsignal−value)/log(2)
suggests low distortion and high-quality images. With our
saturation value of 6099 DN/s for the 94 Å EUV wavelength,
this roughly corresponds to Q ≈ 63. However, pixel-wise
metrics like PSNR may not be the most relevant in our case.
Given the non-deterministic nature of our problem, it is more
suitable to compare the presence of similar structures in the
images with slightly relaxed conditions regarding their pixel-
wise shape and locations. To this end, the Structural Simi-
larity Index (SSIM) is particularly relevant, as it evaluates a
combination of indicators derived from the first and second-
order moments of the pixel distribution over a small window
- in our case, 11 by 11 pixels. Images are considered to
have good similarity for SSIM values above 0.7. Similar to
PSNR, we compute SSIM using the original (descaled) pixel
dynamic range. Finally, for a more intuitive interpretation
of perceptual similarity between the images, we use LPIPS
(Zhang et al. (2018)) directly on the 8-bit generated videos,
with values below 0.1 indicating good similarity.

4.2 Space weather related metrics
To further evaluate the model’s ability to capture key physical
quantities, we complement the previous metrics with physi-
cal metrics derived from the EUV flux measured within the
frames. While an estimate of the actual EUV flux can be ob-
tained using the corresponding instrument’s response func-
tion (Boerner et al. (2012), Barnes et al. (2020)), we sim-
plify our metrics by using the DN/s values as proxies for
the flux. This simplification is particularly relevant, as van
der Sande et al. (2022) demonstrated that DN/s values from
AIA)observations can accurately approximate Soft X-Ray
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(SXR) flux, which is of particular interest in space weather
forecasting. Consequently, for each frame, our proxy for the
corresponding region’s flux is the sum of the pixel DN/s val-
ues. From the resulting flux time series, we focus on two
essential derived quantities: the Maximum Peak Flux (MPF)
and the fluence. The MPF is defined as the maximum value of
the flux within the entire time series. It is particularly relevant
as it provides an estimate of the maximum activity expected
during the forecasted time window. This metric is well suited
to the stochastic nature of the problem, as we anticipate some
uncertainty regarding the precise timing of flare occurrences,
especially when forecasting over several hours. To comple-
ment the MPF, we introduce the Time To Peak Flux (T2PF),
which indicates the time remaining before reaching the MPF
and poses a particularly challenging problem in flare forecast-
ing (Boucheron et al. (2015)). The fluence is defined as the
integral of the flux over the considered period, approximated
by:

fluence = Σt(∆t ∗ fluxt) (7)
where ∆t corresponds to our 2-hour resolution converted to
seconds. Due to our relatively low 2-hour time resolution,
the resulting MPF and fluence values are not meaningful ap-
proximations of the actual physical values for the correspond-
ing time windows. Therefore, these metrics are not yet in-
tended for practical applications but serve as indicators of the
model’s ability to capture key physical quantities at a given
resolution. Specifically, we focus on the model’s Mean Abso-
lute Percentage Error (MAPE) in MPF and fluence, as well as
the Mean Absolute Error (MAE) in T2PF. Finally, we eval-
uate the model’s ability to generate realistic trajectories of
the flux time series by computing the Dynamic Time Warp-
ing (DTW) Euclidean distance (Piersol (1981)) between the
generated time series and the ground truth. The DTW metric
allows us to estimate the similarity between two time series
while correcting for the impact of small delays or variations in
speed. This feature enables better comparisons when the se-
quences may be out of phase, as is the case here. To enhance
interpretability, we focus on the DTW distance normalized by
the Euclidean norm of the observed time series.

4.3 Performances
The performance metrics of the models are presented in Table
1. For each sample 20 simulations are generated, and the final
score per sample is calculated as the average score over all the
simulations. The good scores in the first three columns, corre-
sponding to the computer science metrics, suggest that the re-
sults are perceptually realistic. Both PSNR and LPIPS show
slight degradation during periods when stronger flare events
occurred within the forecasting window, indicating greater
uncertainty at the pixel level and a lower perceptual similarity,
respectively. On the other hand, the SSIM improves, suggest-
ing that the model performs better at a structural level, as the
metric compare the images similarity over small local win-
dows of a few pixels. This apparent contradiction between the
PSNR and SSIM may stem from the model’s ability to predict
accurately brightenings, such as flares, while exhibiting some
uncertainty about their precise pixel-wise shape and location.
During higher solar activity, such brightenings constitute a
larger portion of the overall signal, leading to the increased

SSIM. The last four columns indicate that the model success-
fully captures essential physical properties. For instance, the
mean absolute percentage error for both MPF and fluence is
approximately 40%. When breaking down the performance
by activity levels, the errors remain within the same order
of magnitude of the observed values. While promising for
practical space weather applications, it is noted that the low
temporal resolution of this study smooth the flux time series,
simplifying the task and rendering the model not suitable for
operational space weather forecasting, as most flares’ peak do
not appear in the training and evaluation data.

From the 20 simulations generated for each sample, es-
timates of the fluence, MPF, and T2PF distributions were
derived. Their reliability are assessed with the reliability
diagrams shown in Figure 1. The blue curves depict how
frequently the ground truth falls within the corresponding
Confidence Interval (CI). For a perfectly reliable probabilistic
model, these curves would align with the diagonal (y = x),
meaning that observations would fall within the p%-CIs p%
of the time for any p in the range [0,100]. The red bars in-
dicate the size of the CIs, reflecting the level of uncertainty
at a given confidence level. For practical purposes, smaller
uncertainties are preferable, with the ideal model having CIs
as small as possible.

For all three metrics, the generated probability distributions
appear reliable, with the blue curves aligning with the diago-
nal at a few point of percentage. This suggests that the model
effectively captures the stochastic nature of coronal evolu-
tion, which arises from the system’s inherent non-linearity
and the stochastic emergence of new flux. The model’s re-
sulting stochasticity is then further emphasized by the limited
input information, such as the low spatial and temporal res-
olutions. As a result, the uncertainty of the generated sim-
ulation is quiet large, with 96%-CIs reaching approximately
±55% of the actual observation for the fluence and the MPF,
and ±4H for the T2PF.

4.4 Prediction examples
To illustrate the diversity of the model’s predictions, we
present three simulations for each of the following cases:

• AR 8195 on 2022-05-04 at 20:00, shown in Figure 2

• AR 8977 on 2023-01-18 at 06:00, shown in Figure 3

• AR 9188 on 2023-03-08 at 22:00, shown in Figure 4

For each figure, the first row displays the sequence of frames
from the 12 hours preceding the forecasting date. The second
row corresponds to the actual frames for the next 12 hours,
which the model aims to simulate. The third to fifth rows
present three distinct simulations generated by the model.
The sixth row shows the simulations’ percentage deviation
from the ground truth, averaged over 20 distinct simulations.
The seventh and final row displays standard deviation maps,
computed as the pixel-wise standard deviation across the
same 20 simulations, highlighting the regions of the images
where uncertainty is highest.

Comparing the mean percentage error across the three ex-
amples, the deviation from the ground truth appears balanced
in the case of AR 8195 (Figure 2), while the simulations for
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Models PSNR ↑ SSIM ↑ LPIPS ↓ Flux-DTW MPF (MAPE) Fluence (MAPE) T2PF (MAE)

DDPM 73 0.77 0.09 1.00 42% 41% 4.84H
± 2.4 ± 0.13 ± 0.02 ± 0.57 ± 25 ± 24 ± 2.53

DDPM (quiet) 79 0.67 0.07 0.99 38% 40% 4.93H
± 3.1 ± 0.15 ± 0.03 ± 0.64 ± 0.27 ± 0.26 ± 2.65

DDPM (C) 72 0.80 0.08 0.93 38% 38% 5.31H
± 2.3 ± 0.13 ± 0.02 ± 0.55 ± 0.23 ± 0.23 ± 2.64

DDPM (M) 67 0.84 0.11 1.09 49% 44% 4.29H
± 1.9 ± 0.11 ± 0.03 ± 0.53 ± 0.24 ± 0.23 ± 2.31

Table 1: Models Performances. The first row corresponds to the model’s performances over the all test set presented in section 3. The
three following row indicates the performances of the model on the restriction of samples which exhibited the following activity during the
forecasted window : quiet for the second row, at least one C-class flare for the third row, at least one M-class flare for the fourth row. The first
three columns are computer science metrics (section 4.1) where ↑ indicates that higher scores are better, and ↓ that lower scores are better.
The last columns correspond display the error in the physical metrics presented in section 4.2. For every sample 20 simulations are generated.
The first rows of the cells indicate the average score over all the simulations. The second rows of the cells (± symbol) indicate the average
standard deviation of the sample in the corresponding scores.

Reliability Diagrams

Figure 1: Reliability diagrams. The X-axis represents the Confidence Intervals (CIs) derived from the simulations. The left Y-axis represents
the frequency at which actual observations fall into the derived CIs, corresponding to the blue curve. The red bars represent the size of the
CIs, expressed as a percentage of the observed value for fluence and MPF, with one tile on the Y-axis grid representing 20% uncertainty. For
the T2PF, the red bar scale (right Y-axis) is in hours, with each tile representing 2H of uncertainty. A perfectly reliable model has a blue curve
aligned with the diagonal and provides minimal uncertainty for a given confidence interval, represented by smaller red bars.

AR 8977 (Figure 3) and AR 9188 (Figure 4) displays in aver-
age an undercasting tendency. The standard deviation maps
highlight regions that are estimated to be at higher risk for
extreme events. They mostly coincide with the areas and
timesteps exhibiting the most intense activity in the ground
truth. This suggests that, while the model does not assign a
high probability to extreme events (indicated by the negative
mean deviation), it captures their possibility with uncertainty
around their precise timing and exact configuration.

The case of AR 8977 (Figure 3) is particularly illustrative.
An M1.8 flare began at 10:21 and ended at 10:52, 1 hour and
8 minutes before the +6H frame, where the ground truth ex-
hibits strong remnants of the flare. A very similar brightening
is observed in the +6H frame of Simulation 0 but not in the
other two simulations. Across the 20 generated simulations,
this brightening appears twice at the same frame, resulting
in an estimated probability of occurrence around 10% at that

specific time step. As a result, the standard deviation map is
brightest for that frame and in the region of the flare.

Similar observations can be made for AR 9188 (Figure 4),
which exhibits a bright flare remnant in the +12H frame. In
this case, the model generates similar brightening in the +10H
frame for Simulations 0 and 1, and in the +8H frame for Sim-
ulation 3. This suggests that the model is relatively confident
about the occurrence of such events within the final hours of
the forecasted time window but remains uncertain about the
precise timing. This uncertainty is also highlighted by the
bright standard deviation maps for the +8H to +12H frames.

Finally, AR 8195 is marked by a series of several C-class
and M-class flares during both the forecasted time window
and the 12 previous hours. This high level of activity results
in complex coronal loop dynamics and configurations, which
appear well understood by the model. Indeed, the model gen-
erates realistic and diverse possible evolutions for the active
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Predictions example on AR 8195 the 2022-05-04 at 20:00

Figure 2: Predictions for AR 8195 on 2022-05-04 at 20:00. The AR exhibited a series of numerous C-class and M-class flares during the 12
hours prior to the prediction time, as well as during subsequent 12 hours. Remnants of these flares can be observed as brightenings in the
frames, both in the first row (previous 12 hours) and in the second row (next 12 hours ground truth). Similar brightening can be observed in
the three simulation results exhibited from the third to fifth row. The sixth row presents the pixel-wise percentage deviation from the ground
truth, averaged over 20 simulations. The final row displays standard deviation maps computed over the same 20 simulations. Animations
links : Simulation #0, Simulation #1, Simulation #2.
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region, illustrating again the strength of the DDPM in model-
ing the stochastic aspects of the problem.

5 Discussion & Conclusions
Despite the constraints of using a low temporal resolution (2
hours) and focusing only on ARs at the solar disk center, our
current approach demonstrate promising potential. In partic-
ular, our findings suggest that DDPMs can be used to effi-
ciently generate realistic evolutions of the solar corona as ob-
served in EUV. Our probabilistic video forecasting model
appears well-calibrated and reliable for deriving key space
weather indicators. As seen in our prediction examples, the
model is able to simulate complex MHD dynamics and fore-
cast brightening events with time steps closely aligned to their
actual occurrences. These encouraging outcomes suggest
such models could represent a major milestone in the fields
of Solar Physics and Space Weather. While current space
weather forecasting abilities are sometimes compared to earth
weather forecasting abilities of 50 years ago, these new meth-
ods could significantly reduce that gap, by providing compu-
tationally efficient simulation tools to visualize the possible
trajectories of the system’s evolution. Major limitations of
this proof of concept must however be acknowledged. The
low temporal resolution of 2 hours, statistically excludes most
actual flare peaks from the training and evaluation data, mak-
ing the resulting model not suited to model the occurrence
of such event. The temporal and spatial restrictions of this
work were intended solely to validate the concept with lim-
ited computational resources. A time resolution of 15 to 10
minutes could already allow to capture much better extreme
transient fluctuations in variables of interest like the flux, re-
sulting in improved flare predictions with reliable likelihood
estimates and interpretable simulations of their occurrence.
At a time resolution of 2 minutes or less, a DDPM might fur-
ther model the physical dynamics of the corona at a much
finer scale, potentially resulting in reduced uncertainty and
promising application for solar physics studies. For instance,
such models could be used to estimate the intrinsic stochastic-
ity of flare occurrences given current instrument limitations in
spatial and temporal resolution. Moving forward, future work
could thus focus on generating forecasts for 6-hour periods at
a 10-minute resolution and for 1-hour periods at a 2-minute
resolution. Additionally, increasing the spatial resolution to
2.4 arcsec/pixel might also be worth exploring, while train-
ing the model at any longitudes for full-disk coverage will be
indispensable for operational applications.
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Predictions example on AR 8977 the 2023-01-18 at 06:00

Figure 3: Predictions for AR 8977 on 2023-01-18 at 06:00. The -6H input frame shows the remnants of an M1.8 flare that occurred
approximately 6.5 hours prior to the time of prediction. In the +6H ground truth frame, which represents the forecasted target, we observe
the remnants of another M1.8 flare that concluded on 2023-01-18 at 10:52. A similar brightening is visible in the +6H frame of Simulation 0.
The mean percentage pixel-wise error, averaged over 20 simulations, indicates that errors are larger during this event. The standard deviation
map shows the pixel-wise standard deviation across 20 simulations, providing insight into the areas where the model is most uncertain. This
highlights regions at higher risk for extreme events, such as the flare remnants seen in the +6H frame. Animations links : Simulation #0,
Simulation #1, Simulation #2.
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Predictions example on AR 9188 the 2023-03-08 at 22:00

Figure 4: Predictions for AR 9188 on 2023-03-08 at 22:00. The AR exhibited a series of C-class and M-class flares during the [-10H, +12H]
time window around the forecasting time. The -10H input frame shows strong remnants of a C flare that ended 30 minutes before the frame’s
timestamp. The +2H ground truth frame displays the fading remnants of an M1.3 flare, which ended about 1 hour and 10 minutes earlier. The
+12H frame exhibits strong remnants of a C3.1 flare ending 40 minutes before. Simulations 0 and 1 display a similar brightening in the +10H
frame, while Simulation 2 shows one in the +6H frame. The mean percentage error indicates that overall activity is mostly underestimated,
particularly around the upper loop where the M-class flare occurred, showing difficulty in predicting this flare and its aftermath. The standard
deviation map shows increased uncertainty in the lower part of the sigmoid, where the C3.1 flare occurs between the +10H and +12H frames,
suggesting that the model forecasted the possibility of similar events between the +6H and +12H frames, where the standard deviations are
higher. Animations links : Simulation #0, Simulation #1, Simulation #2.

9

https://github.com/gfrancisco20/video_diffusion/blob/master/paper_simulations/9188_20230308_2200_simu_0.gif
https://github.com/gfrancisco20/video_diffusion/blob/master/paper_simulations/9188_20230308_2200_simu_1.gif
https://github.com/gfrancisco20/video_diffusion/blob/master/paper_simulations/9188_20230308_2200_simu_2.gif


6 List of Acronyms
AIA Atmospheric Imaging Assembly
AR Active Region
CI Confidence Interval
DDPM Denoising Diffusion Probabilistic Model
DTW Dynamic Time Warping
EUV Extreme Ultraviolet
GAN Generative Adversarial Network
LPIPS Learned Perceptual Image Patch

Similarity
MAPE Mean Absolute Percentage Error
MAE Mean Absolute Error
MPF Maximum Peak Flux
PSNR Peak Signal To Noise Ratio
SDO Solar Dynamic Observatory
SSIM Structural Similarity Index Measure
SXR Soft X-Rays
T2PF Time To Peak Flux
VAE Variational Auto Encoder
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